Magnetoacoustic tomography with magnetic induction for imaging electrical impedance of biological tissue
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An experimental feasibility study was conducted on magnetoacoustic tomography with magnetic induction (MAT-MI). It is demonstrated that the two-dimensional MAT-MI system can detect and image the boundaries between regions of different electrical conductivities with high spatial resolution. Utilizing a magnetic stimulation coil, MAT-MI evokes magnetically induced eddy current in an object which is placed in a static magnetic field. Because of the existence of Lorenz forces, the eddy current in turn causes acoustic vibrations, which are measured around the object in order to reconstruct the electrical impedance distribution of the object. The present experimental results from the saline and gel phantoms are promising and suggest the merits of MAT-MI in imaging electrical impedance of biological tissue with high spatial resolution. © 2006 American Institute of Physics. [DOI: 10.1063/1.2186371]

Magnetoacoustic tomography with magnetic induction (MAT-MI) is an imaging modality combining pulsed magnetic stimulation with sonography and is proposed for imaging the electrical impedance of samples noninvasively. Noninvasive measurement of electrical properties of biological tissue has drawn substantial research interest for decades and a variety of techniques has been developed such as electrical impedance tomography (EIT), magnetic resonance electrical impedance tomography (MREIT), and magnetic induction tomography (MIT). In addition, magnetoacoustic tomography (MAT) and Hall effect imaging (HEI) have both been reported for combining bioelectromagnetism together with sonography.

In the MAT-MI approach we investigated here, pulsed magnetic stimulation (microseconds) is imposed on an object placed in a static magnetic field. The magnetically induced eddy current is then subject to Lorenz force. The Lorenz force causes acoustic vibrations which can be measured to reconstruct the conductivity distribution of the sample. Denoting the static magnetic field as $B_0$, the magnetically induced current density distribution as $\mathbf{J}$ (the tilt over a variable indicates a function of time; otherwise, the variable is not a function of time if not denoted explicitly), the Lorenz force can be described as $\mathbf{J} \times B_0$. The wave equation governing the pressure distribution $p$ can be written as

$$\nabla^2 p - \frac{1}{c_s^2} \frac{\partial^2 p}{\partial t^2} = \nabla \cdot (\mathbf{J} \times B_0),$$

where $c_s$ is the acoustic speed in the media. In Eq. (1), $\mathbf{J}(r,t) = \mathbf{J}(r) \delta(t)$, with an assumption that the induced eddy current has an ideal pulsed distribution over time. This would be a reasonable approximation as long as the excitation coil is sending pulse stimulations that are short enough. Using Green’s function, the solution of Eq. (1) can be written as

$$p(\mathbf{r}, t) = \frac{1}{4\pi} \int_V d\mathbf{r}' \nabla' \cdot (\mathbf{J}(\mathbf{r}') \times B_0(\mathbf{r}')) \frac{\delta(t-\mathbf{r}/c_s)}{R},$$

where $R = |\mathbf{r} - \mathbf{r}'|$ and $V$ is the volume containing the acoustic source. The pressure on a surface surrounding the object can be measured to reconstruct the source term $\nabla \cdot (\mathbf{J} \times B_0)$ using the time reversing technique as

$$\nabla \cdot (\mathbf{J} \times B_0) \approx -\frac{1}{2\pi c_s^2} \int_S dS\mathbf{n} \cdot (\mathbf{r}_d - \mathbf{r})/|\mathbf{r}_d - \mathbf{r}|^2 \times \bar{p}(\mathbf{r}_d, \mathbf{r}_d - \mathbf{r}/c_s)/c_s,$$

where $\mathbf{r}_d$ is a point on the detection surface $\Sigma$, $\mathbf{n}$ is the normal vector of $\Sigma$ at $\mathbf{r}_d$, $\mathbf{r}$ is a point in the object, and the double prime refers to the second derivative over time. In deriving Eq. (3) an item of $\bar{p}'$ is ignored because it is much smaller than the $\bar{p}''$ item in high frequency as around megahertz range.

According to Faraday’s law and Ohm’s law, we have

$$\nabla \times \mathbf{J} / \sigma - \nabla \left( \frac{1}{\sigma} \right) \times \mathbf{J} = -\mathbf{B}_1,$$

where $\mathbf{B}_1$ refers to the space function of the pulsed magnetic field, which has a step function distribution over time according to Faraday’s law. For a piecewise homogeneous medium, the conductivity (other than the boundary points) can be calculated as

$$\sigma \approx -\frac{\nabla \times \mathbf{J} \cdot B_0}{B_1 \cdot B_0},$$

where $(\nabla \times \mathbf{J}) \cdot B_0 = \nabla \cdot \mathbf{J} \times B_0$, because of $\nabla \times B_0 = 0$.

MAT-MI uses pulsed magnetic stimulation and induces a pulsed solenoid electrical field in the object. This induced electrical field can cause high frequency ultrasound waves which enable the MAT-MI approach to obtain a high spatial resolution impedance image. The present phantom study is
aimed at demonstrating the feasibility of the MAT-MI approach in imaging physiological saline solutions simulating biological tissue.

The diagram of our current experiment setup for MAT-MI is shown in Fig. 1. The magnetic stimulator can send pulsed stimulation (microseconds) through the coil above the sample. The ultrasound sensor driven by the step motor can scan around the sample in a circular orbit. Data acquisition is synchronized with the magnetic stimulation. This composes a two-dimensional (2D) MAT-MI system. Because the reconstruction algorithms shown in (3) and (4) are intrinsic three-dimensional (3D) and require acoustic measurement on a surface surrounding the sample to quantitatively reconstruct the conductivity distribution, this 2D system provides an simplified means of collecting the acoustic signals. However, it is demonstrated that this 2D system can still reconstruct the conductivity boundaries of the sample in the scanning cross section. The reconstruction algorithm thus can be simplified to

\[
I(r) = -\sum_{i=1}^{N} \frac{r_i \cdot (r_i - r)}{|r_i - r|^2} \bar{p}(r_i, |r - r_i|/c_z),
\]

where \( r_i \) is the position of the sensor at the \( i \)th scanning point and \( \bar{p} \) is the pressure signal after removal of low frequency disturbance by filtering.

In the experimental setup, the pulse width of the stimulation is 0.5 \( \mu s \). The radius of the coil is 40 mm. A permanent magnet (50 × 50 × 25 mm\(^3\)) is placed 2 cm under the sample and creates a magnetic field of about 0.1 T along the \( z \) axis at 2 cm from its surface. The transducer (TC3029, Reson, Inc.) has a central frequency of 500 KHz. The transducer signal is amplified by 80 dB and sampled at 5 MHz. Because of the limited signal-to-noise ratio (SNR), 100 000 times of averaging at the rate of 500 Hz were used.

Reconstructed images of saline samples with different salinities are shown in Fig. 2. The image center is the origin of the scanning circle orbit. The saline samples are put in a plastic cup and emerged in water. This creates a conductivity step which is analog to a homogeneous tissue with higher conductivity embedded in a low conductive one. The transducer scans the sample with a 2.5° step. The right bottom image in Fig. 2 (water sample) indicates that the plastic cup has a little influence on the reconstructed image. It is shown that the current system can distinguish the conductivity difference between water and saline samples with salinity of 1%. In addition, it is obvious that the image boundary intensity positively correlated with the salinity thus the conductivity contrast of the sample and background.

Figure 3 shows the reconstructed images of double layer gel phantoms with different inner layer sizes and shapes. The
salinity is 10% for the outer layer and 0% for the inner layer. Plastic film was inserted between the inner layer and outer layer gels to prevent diffusion. The transducer’s scanning step is 2.5°. It is shown in Fig. 3 that the shape and size of the conductivity boundaries in the obtained images are consistent with the real sample.

Figure 4 shows another example of the MAT-MI image of a gel phantom. Two columns of gels (a cylinder shape and a square prism shape) with 0% salinity are embedded in gel of 10% salinity with plastic film inserted. The scanning step is 1.25°. As seen in Fig. 4, the 2D MAT-MI image is consistent with the cross section of the phantom in terms of shape and size of the conductivity boundary. In addition, more scanning steps in this case led to a better quality image with less back projection artifacts.

From the current results, it is shown that the width of all the conductivity boundaries in the reconstructed image extends to about 3 mm, indicating an “effective” spatial resolution of 3 mm. Here we define the spatial resolution as the diameter of the smallest structure that can be reconstructed using the current 2D MAT-MI setup. This is partly demonstrated in Fig. 4 that the shortest distance between the inner square prism boundary and the outer layer boundary is 4 mm, which is clearly seen in the reconstructed image. Higher spatial resolution may be obtained by increasing the transducer central frequency and measurement SNR.

The present experiment results from imaging the saline and gel phantoms, which have close conductivity values to those of biological tissue, are promising, demonstrating the feasibility and performance of MAT-MI approach to image electrical impedance of biological tissue with high spatial resolution. Further investigation on 3D MAT-MI system with high signal-to-noise ratio may lead to the establishment of an important noninvasive method for electrical impedance imaging.

In summary, we have demonstrated the MAT-MI approach through a phantom experiment study using the current 2D system. Conductivity boundary images with high spatial resolution have been obtained from saline and gel phantom indicating the feasibility of MAT-MI and its merits for further investigation.
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